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12 Kunitomo and Takahashi (1995, 2001), and Takahashi (1999) have

proposed a new methodology, called Small Disturbance Asymptotics, for

the valuation problem of financial contingent claims when the underlying

asset prices follow a general class of continuous Itô processes. It can be

applicable to a wide range of valuation problems including complicated

contingent claims associated with the Black-Scholes model and the term

structure model of interest rates in the Heath-Jarrow-Morton framework.

Our approach can be rigorously justified by an infinite dimensional analysis

called the Watanabe-Yoshida theory on the Malliavin Calculus recently

developed in stochastic analysis.

1. Introduction. In the past decades various contingent claims including fu-

tures, options, swaps, and other derivative securities have been introduced and

actively traded in financial markets. Except some simple cases such as the original

Black-Scholes model in which the underlying assets follow the geometric Brownian

motions and the risk free rate is constant, however, it has been difficult to de-
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rive the explicit formulae for the fair market values of financial contingent claims.

Meanwhile, Kunitomo and Takahashi (1995, 2001), and Takahashi (1999) have pre-

sented a new methodology called the Small Disturbance Asymptotic Theory which

is widely applicable to the valuation problem of financial contingent claims when

the underlying asset prices follow the general class of continuous Itô processes. They

have given rather simple formulae which are useful for various valuation problems

of contingent claims in financial economics.

For the Black-Scholes economy, Takahashi (1999) has systematically investigated

the valuation problem of various contingent claims when the vector of d asset prices

St = (Si
t) (i = 1, · · · , d ; 0 ≤ t ≤ T < +∞) follows the stochastic differential

equation :

Si
t = Si

0 +
∫ t

0

µi∗(Sv , v)dv +
m∑
j=1

∫ t

0

σij∗ (Sv , v)dw
j
v ,(1.1)

where d×1 vector µ∗(Sv , v) = (µi∗(Sv, v)) and d×m matrix σ∗(Sv, v) = (σij∗ (Sv , v))
are the instantaneous mean and the volatility functions, respectively, and {wi

v} are
Brownian motions. In this Black-Scholes economy, we have to change the underlying

measure because of the no-arbitrage theory in finance. (See Chapter 6 of Duffie

(1996) on the standard theory, for instance.) Then we can consider the situation

when S(ε)
t satisfies

S
(ε)
t = S0 +

∫ t

0

r(S(ε)
v , v)S(ε)

v dv + ε
∫ t

0

σ(S(ε)
v , v)dwv ,(1.2)

where S(ε)
t (= (S(ε)i

t )) is a d × 1 vector with the parameter ε (0 < ε ≤ 1),

σ(S(ε)
v , v) (d × m) is the volatility term, r(·, ·) is the risk free (positive) interest

rate, and wv(= (wi
v)) is an m×1 vector. The Small Disturbance Asymptotic Theory

under the no-arbitrage theory can be constructed by considering the situation 3

3The limit of stochastic process S
(ε)
t is the solution of an ordinary differential equation when

ε → 0 in this formulation. There can be an altenative formulation such that the limit is the solution
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when ε → 0 and we can develop the valuation method of contingent claims based

on {S(ε)
t }.

For the term structure model of interest rates in the HJM framwork (Heath,

Jarrow, and Morton (1992)), let P (s, t) denote the price of the discount bond at s

with maturity date t (0 ≤ s ≤ t ≤ T < +∞).When it is continuously differentiable
with respect to t and P (s, t) > 0 for 0 ≤ s ≤ t ≤ T, the instantaneous forward

rate at s for future date t (0 ≤ s ≤ t ≤ T ) is given by f(s, t) = −∂ log P(s,t)
∂t . The

no-arbitrage condition requires the drift restrictions on a family of forward rates

processes {f(s, t)} for 0 ≤ s ≤ t ≤ T to follow the stochastic integral equation:

f(s, t) = f(0, t) +
∫ s

0

m∑
i=1

[
σi∗(f(v, t), v, t)

∫ t

v

σi∗(f(v, y), v, y)dy
]
dv(1.3)

+
m∑
i=1

∫ s

0

σi∗(f(v, t), v, t)dw
i
v ,

where f(0, t) are non-random initial forward rates, {wi
v ; i = 1, · · · , m} are m Brow-

nian motions, and {σi∗(f(v, t), v, t); i = 1, · · · , m} are the volatility functions. When
f(s, t) is continuous at s = t for 0 ≤ s ≤ t ≤ T, the instantaneous spot interest

rate process can be defined by r(t) = lims→t f(s, t) . In this framework of stochas-

tic interest rate economy, Kunitomo and Takahashi (1995) have investigated the

valuation of contingent claims when a family of forward rate processes obey :

f(ε)(s, t) = f(0, t) + ε2
∫ s

0

m∑
i=1

[
σi(f(ε)(v, t), v, t)

∫ t

v

σi(f(ε)(v, y), v, y)dy
]
dv(1.4)

+ ε
m∑
i=1

∫ s

0

σi(f(ε)(v, t), v, t)dwi
v ,

of a stochastic differential equation. See Kim and Kunitomo (1999), Kunitomo and Kim (2000),

Sφrensen and Yoshida (2000), or Takahashi and Yoshida (2001) on this formulation and some

applications in financial problems. However, it requires a set of different arguments including the

partial Malliavin-covariances.
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where 0 < ε ≤ 1 . The volatility functions {σi(f(ε)(s, t), s, t); i = 1, · · · , m} depend
not only on s and t, but also on f(ε)(s, t) in the general case. The instantaneous spot

interest rate process can be defined by r(ε)(t) = lims→t f
(ε)(s, t) . Then the Small

Disturbance Asymptotic Theory can be constructed by considering the situation

when ε → 0 and we can develop the valuation method of contingent claims based

on {f (ε)(s, t)} and the discount bond prices

P (ε)(t, T ) = exp[−
∫ T

t

f(ε)(t, u)du] .(1.5)

The main purpose of this paper is to give the validity of the asymptotic expan-

sion approach along the line called the Watanabe-Yoshida theory on the Malliavin

Calculus recently developed in stochastic analysis. The Malliavin Calculus has been

developed as an infinite dimensional analysis of Wiener functional by several prob-

ablists in the last two decades. We are intending to apply this powerful calculus

on continuous stochastic processes to the valuation problem of financial contingent

claims along the line developed by Watanabe (1987) and subsequently by Yoshida

(1992). However, the continuous time stochastic processes appeared in financial eco-

nomics are not necessarily time-homogeneous Markovian in the usual sense while

the existing asymptotic expansion methods initiated by Watanabe (1987) and re-

fined by Yoshida (1992) have been developed for the case of time homogeneous

Markovian processes. Hence we need to extend some of the existing results on

the validity of the asymptotic expansion approach. Also the mathematical devices

used in the Watanabe-Yoshida theory have not been standard for finance as well

as in many applied fields due to the recent mathematical developments involved.

In this paper we are intending to give a rigorous discussion on the validity of the

asymptotic expansion approach in a unified way. Although some of the following

derivations have been already reported in Kunitomo and Takahashi (1995, 2001),
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and Takahashi (1999), these papers did not have given many important proofs on

the validity of the asymptotic expansion approach.

In this paper we shall also illustrate the usefulness of the asymptotic expan-

sion approach by showing some numerical examples. Since there have been several

related papers already appeared (Kunitomo and Takahashi (2001) and Takahashi

(1999), for instance), we shall only discuss simple examples with analytical difficul-

ties from other approaches.

In Section 2, we give some preliminary mathematical devices, which shall be

needed in the following derivations. Section 3 is on the validity of our approach for

the continuous Markovian setting, while Section 4 is on the validity of our approach

for the HJM setting of the interest rates model. We give some numerical examples

in Section 5 and concluding remarks in Section 6, respectively. Some mathematical

details will be given in the Appendix.

2. Preliminary Mathematics. We shall first prepare the fundamental re-

sults including Theorem 2.2 of Yoshida (1992), which is in turn a truncated version

of Theorem 2.3 of Watanabe (1987). The theory by Watanabe (1987) on the Malli-

avin Calculus and Theorem 2.2 of Yoshida (1992) are the fundamental ingredients

to show the validity of our asymptotic expansion method. This is the reason why

we call it as the Watanabe−Yoshida theory on the Malliavin Calculus. For our pur-
pose, we shall freely use the notations by Ikeda and Watanabe (1989) as a standard

textbook. The interested readers should see Watanabe (1984, 1987), Ikeda and

Watanabe (1989), Yoshida (1992, 1997), Shigekawa (1998) or Nualart (1995).

2.1. Some Notations and Definitions Let W be the m−dimensional Wiener
space, which is a Banach space consisting of the totality of continuous functions
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w : [0, T ] → Rm (w(0) = 0) with the topology induced by the norm ‖ w ‖=
max0≤t≤T |w(t)| . Let alsoH be the Cameron-Martin subspace ofW , where h(t) =

(hj(t)) ∈ H is in W and is absolutely continuous on [0, T ] with square integrable

derivative ḣ(t) endowed with the inner product defined by

< h1, h2 >H=
m∑
j=1

∫ T

0

ḣj1(s)ḣ
j
2(s)ds .(2.6)

We shall use the notation of the H−norm as |h|2H =< h, h >H for any h ∈ H.

A function f : W �→ R is called a polynomial functional if there exist n ∈ N ,

h1, h2, · · · , hn ∈ H and a real polynomial p(x1, x2, · · · , xn) of n-variables such that
f(w) = p([h1](w), [h2](w), · · · , [hn](w)) for hi = (hji ) ∈ H , where

[hi](w) =
m∑
j=1

∫ T

0

ḣjidw
j(2.7)

are defined in the sense of Ito′s stochastic integrals.

The standard Lp-norm of R−valued Wiener functional F is defined by ‖F ‖p =
(
∫
W

|F |pP (dw))1/p . Also a sequence of the norms of R-valued Wiener functional

F for any s ∈ R, and p ∈ (1,∞) is defined by

‖F ‖p,s = ‖(I − L)s/2F ‖p ,(2.8)

where L is the Ornstein-Uhlenbeck operator and ‖·‖p is the Lp-norm in the stochas-

tic analysis. The O-U operator in (2.8) means that (I − L)s/2F =
∑∞

n=0(1 +

n)s/2JnF , where Jn are the projection operators in the Wiener’s homogeneous

chaos decomposition in L2(R). They are constructed by the totality of R−valued
polynomials of degree at most n denoted by P n .

Let P (R) denote the totality of R−valued polynomials on the Wiener space
(W , P ). Then P (R) is dense in Lp(R) and can be extended to the totality of

smooth functionals S (the C∞ functions with derivatives of polynomial growth

orders). Then we can construct the Banach space Ds
p(R) as the completion of
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P (R) with respect to ‖ · ‖p,s. The dual space of Ds
p(R) is the D−s

q (R), where

s ∈ R, p > 1, and 1/p+ 1/q = 1. The space D∞(R) = ∩s>0 ∩1<p<+∞ Ds
p(R) is

the set of Wiener functionals and D̃
−∞
(R) = ∪s>0∩1<p<+∞ D−s

p (R) is a space of

generalized Wiener functionals. For F ∈ P (R) and h ∈ H, the derivative of F in

the direction of h is defined by

DhF (w) = lim
ε→0

1
ε
{F (w + εh)− F (w)} .(2.9)

Then for F ∈ P (R) and h ∈ H there existsDF ∈ P (H⊗R) such thatDhF (w) =<

DF (w), h >H , where < · >H is the inner product of H and DF is called the

H−derivative of F. Also for F ∈ S(R) there exists a unique DF ∈ S(H ⊗ R) .

More generally, for a separable Hilbert spaceE, a function f :W �→ E is called a

polynomial functional if there exist n ∈ N , h1, h2, · · · , hn ∈ H and real polynomials

pi(x1, x2, · · · , xn) of n-variables such that

f(w) =
d∑

i=1

pi([h1](w), [h2](w), · · · , [hn](w))ei

for some d ∈ N , where e1, · · · , ed ∈ E. The totality of E−valued polynomial
functions and the totality of E−valued smooth functionals are denoted by P (E)

and S(E), respectively. By extending the above construction for P (R) to S(E),

there exists DF ∈ S(H ⊗ E) such that DhF (w) =< DF (w), h >H , where < · >H

is the inner product of H .

By repeating this procedure, we can sequentially define the k−th orderH−derivative
DkF ∈ S(H⊗k ⊗ E) for k ≥ 1 and it is known that the norm ‖ · ‖p,s is equivalent
to the norm

∑s
k=0 ‖Dk · ‖p. In particular, for F = (F i) ∈ D1

p(R
d), we define the

Malliavin-covariance by

σMC(F ) = (< DF i(w), DF j(w) >H) ( i, j = 1, · · · , d) .(2.10)
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2.2. Asymptotic Expansions Let X(ε)(w) = (Xi(ε)(w)) (i = 1, · · · , d ; ε ∈ (0, 1])
be a Wiener functional with a parameter ε. Then we need to define the asymptotic

expansion of X(ε)(w) with respect to ε in the proper mathematical sense. For k > 0 ,

X(ε)(w) = O(εk) in Ds
p(E) as ε ↓ 0 means that

lim sup
ε↓0

‖ X(ε) ‖p,s
εk

< +∞ .(2.11)

If for all p > 1, s > 0 and every k = 1, 2, · · ·,

X(ε)(w)− (g1 + εg2 + · · ·+ εk−1gk) = O(εk)(2.12)

in Ds
p(E) as ε ↓ 0, then we say that X(ε)(w) has an asymptotic expansion :

X(ε)(w) ∼ g1 + εg2 + · · ·(2.13)

in D∞(E) as ε ↓ 0 with g1, g2, · · · ∈ D∞(E).

Also if for every k = 1, 2, · · ·, there exists s > 0 such that, for all p > 1,

X(ε)(w), g1, g2, · · · ∈ D−s
p (E) and

X(ε)(w)− (g1 + εg2 + · · ·+ εk−1gk) = O(εk)(2.14)

in D−s
p (E) as ε ↓ 0, then we say that X(ε)(w) ∈ D̃

−∞
(E) has an asymptotic

expansion:

X(ε)(w) ∼ g1 + εg2 + · · ·(2.15)

in D̃
−∞
(E) as ε ↓ 0 with g1, g2, · · · ∈ D̃

−∞
(E) .

Let S(Rd) be the totality of C∞ rapidly decreasing functions on Rd and S ′
(Rd)

be its dual. Also let ηε ∈ D∞(R) and ψ(y) be a smooth function such that 0 ≤
ψ(y) ≤ 1 for y ∈ R ,ψ(y) = 1 for |y| ≤ 1/2 and ψ = 0 for |y| ≥ 1. It has been

known that if for any p > 1 the Malliavin-covariance of X(ε) ∈ D∞(Rd) satisfies

sup
ε∈(0,1]

E[1{|ηε|≤1}
(
det[σMC(X(ε))]

)−p

] <∞ ,(2.16)
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the composite functional Ĝ = ψ(ηε)G ◦X(ε) ∈ D̃
−∞
(Rd) is well-defined with any

G ∈ S ′
(Rd) . Then the coupling

˜D
−∞ < Ĝ, J >D∞= ˜D

−∞ < G(X(ε)), ψ(ηε)J >D∞(2.17)

for any J ∈ D∞(Rd) is well-defined and we can use the notation of the expectation

E[ψ(ηε)G(X(ε))] by taking J = 1 . With these formulations and notations we are

ready to state a simplified version of Theorem 2.2 of Yoshida (1992), which is a

truncated version of Theorem 2.3 of Watanabe (1987). The validity of the asymp-

totic expansion is obtained by showing that the conditions of the next theorem are

met in our situations.

Theorem 2.1. [ Yoshida (1992) ] : Suppose a set of sufficient conditions given

below are satisfied.

(1) {X(ε)(w); ε ∈ (0, 1]} ∈ D∞(Rd) with X(ε)(w) = (Xi(ε)(w)) . (2) X(ε)(w) has

the asymptotic expansion : X(ε)(w) ∼ g1 + εg2 + · · · in D∞(Rd) as ε ↓ 0 with
g1, g2, · · · ∈ D∞(Rd). (3) {ηε(w); ε ∈ (0, 1]} ⊂ D∞(R) and it is O(1) in D∞(R)

as ε ↓ 0 . (4) For any p > 1

sup
ε∈(0,1]

E[1{|ηε|≤1}
(
det
[
σMC(X(ε))

])−p

] <∞ .(2.18)

(5) For any k ≥ 1,

lim
ε→0

ε−kP {|ηε| > 1
2
} = 0 .(2.19)

(6) Let φ(ε)(x) be a smooth function in (x, ε) on Rd × (0, 1] with all derivatives of
polynomial growth order in x uniformly in ε.

Then ψ(ηε)φ(ε)(X(ε))IB(X(ε)) has an asymptotic expansion :

ψ(ηε)φ(ε)(X(ε))IB(X(ε)) ∼ Φ0 + εΦ1 + · · ·(2.20)
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in D̃
−∞
(R) as ε ↓ 0, where IB is the indicator function for any Borel set B and

Φ0,Φ1, · · · are determined by the formal Taylor expansion with respect to X(ε) in

(2.15).

As a remark of this section, we have to mention an intuitive meaning of the

asymptotic expansion in the above theorem. If we truncate the random variable

under the condition of (2.18), then the asymptotic expansion in (2.20) implies

lim sup
ε↓0

| 1
εk

E[ψ(ηεc)φ
(ε)(X(ε))IB(X(ε))− (Φ0 + εΦ1 + · · ·+ εk−1Φk−1)]| < +∞

for any integer k ≥ 1 if we use the expectation operation in the proper mathematical
sense. The calculations of the generalized expectation operations for the generalized

Wiener functionals will be discussed in Section 3.

3. The Validity in the Black-Scholes Economy. Let (Ω,F , Q, {Ft}t∈[0,T ])

be the filtered probability space with T < +∞ . For ε ∈ (0, 1] and 0 < t ≤ T , the

vector of d security prices follow a sequence of stochastic differential equations :

S
(ε)
t = S0 +

∫ t

0

µ(S(ε)
s , s)ds+

∫ t

0

εσ(S(ε)
s , s)dws ,(3.21)

where µ(S(ε)
s , s) = r(S(ε)

s , s)S(ε)
s and σ(S(ε)

s , s) = (σij(S(ε)
s , s)) are Rd× [0, T ]→ Rd

and Rd × [0, T ] → Rd
⊗
Rm Borel measurable functions in (S(ε)

s , s), respectively,

and ws(= (wi
s)) are the vector of m× 1 Brownian motions with respect to Ft . We

further assume that the drift and the volatility functions are continuous and C∞

for s ∈ [0, T ] with bounded derivatives of any order in the first argument. That is,
for the first argument there exist positive constantsM1(k) and M2(k) (k ≥ 1) such
that for any i = 1, · · · , d and j = 1, · · · , m,

sup
S∈Rd,0≤s≤T

| ∂kµi(S(ε)
s , s)

∂S
i1(ε)
s · · ·∂Sik(ε)

s

| < M1(k) ,(3.22)
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sup
S∈Rd,0≤s≤T

| ∂kσij(S(ε)
s , s)

∂S
i1(ε)
s · · ·∂Sik(ε)

s

| < M2(k) ,(3.23)

where µ(S(ε)
s , s) = (µi(S(ε)

s , s)), and we shall denote the partial derivatives as

∂ki1,···,ikµ
i(S(ε)

s , s) and ∂ki1,···,ikσ
ij(S(ε)

s , s), respectively. We further assume that there

exists a positve M3 such that

sup
0≤s≤T

[|µ(0, s)|+ |σ(0, s)|] < M3 ,(3.24)

where the notations |A| =
√∑

i,j |aij |2 for any matrix A = (aij) and |a| =√∑
i |ai|2 for any vector a = (ai) are used. These conditions imply that there

exist some positive Ki > 0 (i = 1, 2) such that for all s, t ∈ [0, T ],

|µ(S(ε)
s , s)|+ |σ(S(ε)

s , s)| < K1(1 + |S(ε)
s |) ,(3.25)

|µ(S(ε)
1s , s)− µ(S(ε)

2s , s)|+ |σ(S(ε)
1s , s)− σ(S(ε)

2s , s)| < K2|S(ε)
1s − S

(ε)
2s | .(3.26)

Then the standard argument in stochastic analysis shows the existence of the unique

strong solution which has continuous sample paths and is in Lp(Rd) for any 1 <

p < ∞. In the remainder of this section, we will mainly discuss the validity of the
asymptotic expansion of φ(X(ε)

T )IB(X
(ε)
T ) for any Borel set B, where X(ε)

T is defined

by

X
(ε)
T =

1
ε
(S(ε)

T − S
(0)
T )(3.27)

and S(0)
T is the solution of the ordinary differential equation

S
(0)
T = S0 +

∫ T

0

µ(S(0)
s , s)ds .(3.28)

For illustrations in this section, we only mention simple examples. When we take

d =m = 1, φ(x) = (x+ y), and IB(x) = {x ≥ −y} for a constant y, it corresponds
to the valuation problem of the European options in mathematical finance. We shall

give another example on the Asian options, which was considered by Kunitomo and

Takahashi (1992).
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First we shall show that S(ε)
T is a smooth Wiener functional in the sense of

Malliavin. A more detailed proof when d = m = 1 has been discussed by Kunitomo

and Takahashi (1998), and Takahashi (1999).

Theorem 3.1. Under the assumptions in (3.21)-(3.24), S(ε)
T is inD∞(Rd) and

has an asymptotic expansion :

S
(ε)
T ∼ S

(0)
T + εg1T + ε2g2T + · · ·(3.29)

as ε ↓ 0 with g1T , g2T , · · · ∈ D∞(Rd).

Proof : [i] The first part of our proof is to show that S(ε)
T is in D∞(Rd). But it

has been well-known that S(ε)
T ∈ D∞(Rd) when S(ε)

T follows a time-homogeneous

Markovian process. Since any time dependent Markovian process can be represented

as a time-homogeneous Markovian process, we can immediately apply the general

result to our case. (See Chapter V of Ikeda and Watanabe (1989), or Kusuoka and

Strook (1982).)

[ii] We shall prove the second part of Theorem 3.1. The coefficients appeared in the

asymptotic expansion of S(ε)
T are given by the formal Taylor formula. By expanding

X
(ε)
T as X(ε)

T = g1T + εg2T + ε2g3T + · · · with respect to ε, we can determine the
coefficients {gjT (j ≥ 1)} recursively. The i−th component of the leading term
(i = 1, 2, · · · , d) is given by

g
(i)
1T =

d∑
l1=1

∫ T

0

∂l1µ
i(S(0)

s , s)g(l1)
1s ds+

m∑
j′=1

∫ T

0

σij
′
(S(0)

s , s)dwj′
s .

Then it can be written as

g
(i)
1T =

d∑
j=1

m∑
j′=1

∫ T

0

(YTY −1
s )ijσjj

′
(S(0)

s , s)dwj′
s ,

where Yt = Y
(0)
t is the solution of the ordinary differential equation dY il =∑d

k=1 ∂kµ
i(S(0)

t , t)Y kldt . This equation can be solved and its solution is written as
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Yt = exp(
∫ t

0
(∂jµi(S

(0)
s , s))ds) with the initial condition Y0 = Id .

For n ≥ 2, we recursively define the i−th component of each term g
(i)
nT by

g
(i)
nT =

n∑
k=1

m1+···+mk=n

∫ T

0


 1
k!

d∑
l1,···,lk=1

∂kl1,···,lkµ
i(S(0)

s , s)
k∏

j=1

g(lj )
mj ,s


ds

+
n∑

k=1
m1+···+mk=n−1

∫ T

0


 1
k!

d∑
l1,···,lk=1

m∑
j′=1

∂kl1,···,lkσ
ij′(S(0)

s , s)
k∏

j=1

g(lj)
mj ,sdw

j′
s


 ,

where mj (j = 1, · · · , k) are positive integers.
By the boundedness of YT , Y −1

s , σ(S(0)
s , s) on [0, T ],we haveE[|g1s|p] <∞, s ∈ [0, T ]

for any 1 < p <∞. Given g1s ∈ Lp(Rd), we have E[|g2s|p] <∞ for any 1 < p <∞.
By the same token, the relation gks ∈ Lp(Rd) can be obtainable recursively given

gjs ∈ Lp(Rd) (j = 1, 2, · · ·k − 1) and we have g1T , g2T , · · · ∈ ∩1<p<∞D1
p(R

d).

Next, we note that

Dhg
(i)
1T =

d∑
j=1

m∑
j′=1

∫ T

0

(YT Y −1
s )ijσjj

′
(S(0)

s , s)ḣj
′

s ds .

For higher order derivatives we use an induction argument and we assume

gnT ∈ ∩1<p<∞Dk
p(R

d) (k ≥ 1) for any n ≥ 1. Then we need to show that

gnT ∈ ∩1<p<∞Dk+1
p (Rd). Actually we can show the Lp-boundedness of any

order H-derivatives of gnT (n ≥ 1) recursively. In our evaluations of higher order
H−derivatives, we need a version of Burkholder’s inequality for Hilbert space val-
ued stochastic integrals proved by Lemma 2.1 of Kusuoka and Strook (1982). Given

g1s ∈ D∞(Rd) for any s ∈ [0, T ] , we can recursively show that gnT ∈ D∞(Rd).

[iii] Finally, for any n (n ≥ 1) and s ∈ [0, T ] let

Z(ε)
ns =

1
εn
[X(ε)

s − g1s − εg2s − · · · − εn−1gns] .

By using (3.21) repeatedly and applying the standard arguments, we can show that

Z
(ε)
1s ∈ Lp(Rd) for any p > 1 uniformly with respect to ε . Again by applying the
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recursive arguments and using the induction with respect to n, we can show that

Z
(ε)
ns and their H-derivatives are in Lp uniformly with respect to ε after tedious

arguments, which were omitted. Q.E.D.

We now return to the original problem on the normalized random variable X(ε)
T

in (3.27). By using Theorem 3.1, we see X(ε)
T is in D∞(Rd) and has a proper

asymptotic expansion

X
(ε)
T ∼ g1T + εg2T + · · ·

in D∞(Rd) with g1T , g2T , · · · ∈ D∞(Rd). By using the Fubini-type result in our

setting for any h ∈ H, the first order H−derivative DhS
(ε)
T satisfies

DhS
(ε)i
T =

m∑
j=1

d∑
k=1

∫ T

0

ε∂kσ
ij(S(ε)

s , s)DhS
(ε)k
s dwj(s)

+
d∑

k=1

∫ T

0

∂kµ
i(S(ε)

s , s)DhS
(ε)k
s ds+

m∑
j=1

∫ T

0

εσij(S(ε)
s , s)ḣjsds .

Then it can be represented as

DhS
(ε)i
T =

d∑
j=1

m∑
j′=1

∫ T

0

(Y (ε)
T Y (ε)−1

s )ijεσjj
′
(S(ε)

s , s)ḣj
′

s ds ,(3.30)

where Y (ε)
t is the solution of the stochastic differential equation :

dY
(ε)il
t =

d∑
k=1

∂kµ
i(S(ε)

t , t)Y (ε)kl
t dt+ ε

m∑
j=1

d∑
k=1

∂kσ
ij(S(ε)

t , t)Y (ε)kl
t dwj

t ,(3.31)

and Y (ε)
0 = Id . Then the Malliavin covariance of the normalized random variable

σMC(X
(ε)
T ) = (σijMC(X

(ε)
T )) is given by

σijMC(X
(ε)
T ) =

m∑
k=1

∫ T

0

[
Y

(ε)
T Y (ε)−1

s σ(S(ε)
s , s)

]ik [
Y

(ε)
T Y (ε)−1

s σ(S(ε)
s , s)

]jk
ds .

We shall consider the uniform non-degeneracy of the Malliavin covariance, which

is the important step of the application of Theorem 2.1. For this purpose, we need

the following assumption.
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Assumption I : For any T > 0 the d×d matrix Σg1 = (Σij
g1 ) is positive definite,

where Σij
g1 is given by

Σij
g1 =

m∑
k=1

∫ T

0

[
YTY

−1
s σ(S(0)

s , s)
]ik [

YT Y
−1
s σ(S(0)

s , s)
]jk

ds .(3.32)

This assumption assures the non-degeneracy of the limiting distribution of the

random variable, which can be easily checked in applications. We define ηεc as

ηεc = c

∫ T

0

|Y (ε)
T (Y (ε)

s )−1σ(S(ε)
s , s)− YTY

−1
s σ(S(0)

s , s)|2ds(3.33)

for any c > 0. Let ξ(ε)s,t = Y
(ε)
t (Y ε

s )−1σ(S(ε)
s , s) and ξs,t = YtY

−1
s σ(S(0)

s , s) and

we note an inequality |ξ(ε)s,T ξ
(ε)∗
s,T − ξs,T ξ

∗
s,T | ≤ |ξ(ε)s,T − ξs,T |2 + 2|ξs,T ||ξ(ε)

s,T − ξs,T | ,
where the notation A∗ is used for the transpose of any matrix A = (aij). Then the

condition |ηδc| ≤ 1 is equivalent to
∫ T

0
|ξ(ε)s,T − ξs,T |2ds ≤ 1/c and we have

|σMC(X
(ε)
T )−Σg1 | ≤

1
c
+ 2|Σg1 |

√
1
c

for |ηεc | ≤ 1. Thus we can take c0 such that for any c > c0 > 0, 0 < Σg1 +

(σMC(X
(ε)
T )−Σg1 ) = σMC(X

(ε)
T ) holds uniformly for ε ∈ (0, 1]. Hence we have the

next result on the uniform non-degeneracy of the Malliavin-covariance.

Theorem 3.2. Under the assumptions in (3.21)-(3.24) and Assumption I, the

Malliavin covariance σMC(X
(ε)
T ) is uniformly non-degenerate. That is, there exists

c0 > 0 such that for c > c0 and any p > 1,

sup
ε∈(0,1]

E
[
1{ηε

c≤1}{det(σMC(X
(ε)
T ))}−p

]
<∞.(3.34)

By using the results in Theorem 3.1, Theorem 3.2, and Lemma 7.2 in the Ap-

pendix, we have shown that the conditions of Theorem 2.1 are satisfied. Then we

immediately obtain the next result.
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Theorem 3.3. Under the assumptions in (3.21)-(3.24) and Assumption I, for

a smooth function φ(ε)(x) with all derivatives of polynomial growth orders,

ψ(ηεc)φ
(ε)(X(ε)

T )IB(X
(ε)
T ) has an asymptotic expansion :

ψ(ηεc )φ
(ε)(X(ε)

T )IB(X
(ε)
T ) ∼ Φ0 + εΦ1 + ε2Φ2 + · · ·(3.35)

in D̃
−∞
(R) as ε ↓ 0, where B is a Borel set, ψ(x) is a smooth function such that

0 ≤ ψ(x) ≤ 1 for x ∈ R ,ψ(x) = 1 for |x| ≤ 1/2 and ψ = 0 for |x| ≥ 1, and

Φ0,Φ1, · · · are determined by the formal Taylor expansion with respect to X(ε)
T (∼

g1T + εg2T + · · ·).

Then we obtain an asymptotic expansion of the expectation of (3.35), which is

the direct consequence of Theorem 2.1 and Theorem 3.3.

Corollary 3.1. Under the assumptions in (3.21)-(3.24) and Assumption I,

an asymptotic expansion of E[φ(ε)(X(ε)
T )IB(X

(ε)
T )] is given by

E[φ(ε)(X(ε)
T )IB(X

(ε)
T )] ∼ E[ψ(ηεc )φ

(ε)(X(ε)
T )IB(X

(ε)
T )](3.36)

∼ E[Φ0] + εE[Φ1] + ε2E[Φ2] + · · ·

as ε ↓ 0, where φ(ε)(·), ψ(·), Φj (j ≥ 0), and B are defined as in Theorem 3.3.

Our next objective is to show that the resulting formulae of asymptotic ex-

pansions are equivalent to those from the method based on the simple inversion

technique for the characteristic function, which have been used by Kunitomo and

Takahashi (1995, 2001), and Takahashi (1999). It is possible to explicitly derive the

formulae of the asymptotic distribution function and the density function, and also

those of the expectations of the random variables involving X(ε)
T in certain range.

We start with the explicit evaluation of each terms appeared in Theorem 3.3. We
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observe that the first term in Theorem 3.3 is given by

Φ0 = φ(0)(g1T )IB(g1T ) .(3.37)

Then by applying the Taylor expansion, for any n ≥ 1 we have

Φn =

m1+···+mk=m+2k

m
′
1+···+m

′
k′ =m′+2k′∑

k,l,m,k′,m′≥0
k+l+m+k′+m′=n

(
d∑

l
′
1,···,l′k′=1

1
k′!
∂k

′

l
′
1,···,l′k′

IB(g1T )
k′∏
j=1

g
(l

′
j)

m
′
jT
)(3.38)

×(
d∑

l1,···,lk=1

1
k!l!

∂kl1,···,lk∂
l
εφ

(0)(g1T )
k∏

j=1

g
(lj )
mjT

) ,

where mj ≥ 2 and m′
j ≥ 2 .

When d = m = 1 in particular, we have relatively simple and useful forms. For

instance, the first two terms are given by

Φ1 =
[
∂φ(0)

∂ε
(g1T ) + ∂φ(0)(g1T )g2

]
IB(g1T ) + φ(0)(g1T )∂IB(g1T )g2T ,

Φ2 =
[
∂φ(0)

∂ε
(g1T ) + ∂φ(0)(g1T )g2T

]
∂IB(g1T )g2T

+
[
1
2
∂2φ(0)

∂ε2
(g1T ) + {∂

2φ(0)(x)
∂x∂ε

|x=g1T }g2T + ∂φ(0)(g1T )g3T +
1
2
∂2φ(0)(g1T )g2

2T

]
IB(g1T )

+ φ(0)(g1T ){12∂
2IB(g1T )g2

2T + ∂IB(g1T )g3T } .

In the above expressions the differentiations of the indicator function IB(·) have
proper mathematical meanings as the generalized Wiener functionals. As we have

indicated at the end of Section 2, the rigorous mathematical foundation of differ-

entiation and the integration by parts formula have been given in Chapter V of

Ikeda and Watanabe (1989), and Yoshida (1992, 1997). The next result summa-

rizes the explicit expressions for the asymptotic expansion of expectations of the

above random variables based on the Gaussian density function up to the third

order terms.
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Theorem 3.4. In the asymptotic expansion of (3.36) each terms E [Φn] (n =

0, 1, 2) are given by

E [Φ0] =
∫
B
φ(0)(x)n[x|0,Σg1]dx ,

E [Φ1] =
∫
B
{∂εφ(0)(x)n[x|0,Σg1]− φ(0)(x)

d∑
i=1

∂i

[
E[g(i)

2 |g1 = x]n[x|0, Σg1]
]
}dx ,

E [Φ2] =
∫
B

(
−∂εφ(0)(x)

d∑
i=1

∂i{E[g(i)
2 |g1 = x]n[x|0, Σg1]}+

1
2
∂2
εφ

(0)(x)n[x|0,Σg1]

−1
2

d∑
i,j=1

φ(0)(x)∂2
ij{E[g(i)

2 g
(j)
2 |g1 = x]n[x|0, Σg1]}

−
d∑

i=1

φ(0)(x)∂i{E[g(i)
3 |g1 = x]n[x|0, Σg1]}

)
dx ,

where we denote g(i)
n = g

(i)
nT (i = 1, · · · , d; n ≥ 1), ∂εφ(0) = ∂φ(ε)

∂ε |ε=0(x), E[z|g1 = x]

is the conditional expectation of z given g1 = x, and n[x|0, Σ] is the density func-
tion of the d−dimensional Gaussian distribution with zero mean and the variance-
covariance matrix Σ.

Proof : Without loss of generality, we only give the proof for the case when d =

m = 1 . The essential part of the present proof is in the fact that we can use the

integration by parts operation repeatedly. First, the formula for E [Φ0] is the direct

result of calculation. Second, the expectation of the first term of Φ1 is given by

E
[
{∂φ

(ε)

∂ε
|ε=0(g1) + ∂φ(g1)g2}IB(g1)

]

=
∫
B
{∂φ

(ε)

∂ε
|ε=0(x) + ∂φ(ε)(x)E[g2|g1 = x]}n[x|0, Σg1]dx .

As for the expectation of φ(0)(g1)∂IB(g1)g2, we notice that φ(0)(g1)g2 ∈ D∞(R).

Then by using the integration by parts formula for Wiener functional, we have

E
[
φ(0)(g1)∂IB(g1)g2

]
= E [G(w)IB(g1)]
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= E [E[G(w)|g1 = x]IB(g1)]

=
∫
B

E[G(w)|g1 = x]n[x|0, Σg1]dx

≡
∫
B
p1(x)dx

for a smooth Wiener functional G(w). In order to obtain an explicit representation

of p1(x), we set Bx = (−∞, x] . Then we have

E
[
φ(0)(g1)∂IBx(g1)g2

]
=
∫ ∞

−∞
φ(0)(y)E[g2|g1 = y]∂IBx (y)n[y|0,Σg1 ]dy

= −
∫ ∞

−∞
φ(0)(y)E[g2|g1 = y]δx(y)n[y|0,Σg1 ]dy

= −φ(0)(x)E[g2|g1 = x]n[x|0, Σg1] ,

where δx(y) denotes the delta function of y at x. By differentiating the above term

with respect to x, we have

p1(x) =
∂

∂x

[
−φ(0)(x)E[g2|g1 = x]n[x|0, Σg1]

]
.

By adding two terms, we have the explicit formula for E [Φ1]. Third, we shall derive

an explicit representation for E [Φ2] , which is more complicated. For this purpose,

we write it as

E [Φ2] =
∫
B
p21(x)dx+

∫
B
p22(x)dx+

∫
B
p23(x)dx ,

where p2i (i = 1, 2, 3) corresponds to each line of Φ2. The first term p21(x) can be

calculated directly as E [Φ1] by using the integration by parts formula and is given

by

p21(x) =
∂

∂x

[
−{∂φ

(ε)

∂ε
|ε=0(x)E[g2|g1 = x] + ∂φ(ε)(x)E[g2

2 |g1 = x]}n[x : 0,Σg1 ]
]
.

For the second term, we only need the standard differentiation and it is given by

p22(x) =
[
1
2
∂2φ(ε)

∂ε2
|ε=0(x) + {∂

2φ(ε)(x)
∂x∂ε

|ε=0}E[g2|g1 = x] + ∂φ(0)(x)E[g3|g1 = x]
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+
1
2
∂2φ(0)(x)E[g2

2 |g1 = x]
]
n[x|0, Σg1] .

In order to derive p23(x), first we need an expression of the second order generalized

derivatives of Wiener functional E
[
1
2φ

(0)(g1)∂2IB(g1)g2
2

]
. By taking B = Bx =

(−∞, x] and using the integration by parts formulas for Wiener functionals, we

have

E
[
1
2
φ(0)(g1)∂2IBx(g1)g

2
2

]
=
∫ ∞

−∞
∂2IBx(y){

1
2
φ(0)(y)E[g2

2 |g1 = y]n[y|0,Σg1 ]}dy

=
∂

∂x

∫ ∞

−∞
δx(y){12φ

(0)(y)E[g2
2 |g1 = y]n[y|0,Σg1 ]}dy

=
∂

∂x
{1
2
φ(0)(x)E[g2

2 |g1 = x]n[x|0, Σg1]}

=
∫ x

−∞

∂2

∂y2
{1
2
φ(0)(y)E[g2

2 |g1 = y]n[y|0,Σg1 ]}dy .

For the term of E
[
φ(0)(g1)∂IB(g1)g3

]
, we obtain

E
[
φ(0)(g1)∂IBxg3

]
=
∫ x

−∞

∂

∂y
{−φ(0)(y)E[g3 |g1 = y]n[y|0,Σg1 ]}dy .

Hence, p23(x) is given by

p23(x) =
∂2

∂x2
{1
2
φ(0)(x)E[g2

2 |g1 = x]n[x|0, Σg1]}+
∂

∂x
{−φ(0)(x)E[g3|g1 = x]n[x|0, Σg1]}.

Finally, by collecting and rearranging each term of p21(x), p22(x), and p23(x), we

have the result. Q.E.D.

If we take a particular function φ(ε)(x), we can derive the corresponding formulae

in the asymptotic expansion. Here we give simple examples when d = m = 1 for

the illustration. When we take φ(ε)(x) ≡ 1 and B = (−∞, x], then we have an

asymptotic expansion of the distribution function, which is given by

P ({X(ε)
T ≤ x}) ∼

∫ x

−∞
n[y|0,Σg1 ]dy + ε

∫ x

−∞

[−∂
∂y

E[g2|g1 = y]n[y|0,Σg1 ]
]
dy

+ ε2
∫ x

−∞

[
1
2
∂2

∂y2
{E[g2

2 |g1 = y]n[y|0,Σg1 ]}
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+
∂

∂y
{−E[g3|g1 = y]n[y|0,Σg1 ]}

]
dy + · · · .

Also for the the payoff function of European call options, we set φ(ε)(x) = x+y for

a constant y and B = [−y,∞). Then we have

E
[
(x+ y)+

] ∼ ∫ ∞

−y

(y + x) n[x|0, Σg1]dx

+ ε

∫ ∞

−y

x

[−∂
∂x

E[g2|g1 = x]n[x|0, Σg1]
]
dx

+ ε2
∫ ∞

−y

x

[
∂

∂x
{−E[g3|g1 = x]n[x|0, Σg1]}

+
1
2
∂2

∂x2
{E[g2

2|g1 = x]n[x|0, Σg1]}
]
dx+ · · · .

These results we have obtained are equivalent to the formulae for the European call

options previously reported by Takahashi (1999). In fact the formulae in Theorem

3.4 are equivalent to those obtained by the characteristic functions and their the

Fourier inversions originally obtained by Fujikoshi et. al. (1982). They have been

extensively used in Kunitomo and Takahashi (1995, 2001), and Takahashi (1999).

As a more complicated application we consider the problem arised in the valu-

ation of the Asian options mainly because it illustrates a wide applicability of our

approach in mathematical finance. The explicit formulae have been derived in Sec-

tion 3.2 of Takahashi (1999). The terminal payoff for the Asian options is dependent

of

A
(ε)
T =

∫ T

0

f(S(ε)
s )ds ,(3.39)

where f(·) is a smooth function, which is in C∞(Rd → R) and S(ε)
s satisfies (3.21)-

(3.24). In this case we take A(0)
T =

∫ T
0
f(S(0)

s )ds and we need to derive the asymp-

totic expansion of the random variable F (ε)
T = (1/ε)[A(ε)

T −A(0)
T ] . By using a formal

Taylor expansion, an asymptotic expansion of the random variable F (ε)
T can be
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written as

F
(ε)
T ∼ g1T (A) + εg2T (A) + ε2g3T (A) + · · · ,

where gnT (A) (n ≥ 1) are defined by gnT (n ≥ 1) in Theorem 3.1 as

gnT (A) =
∫ T

0

n∑
k=1

m1+···+mk=n


 1
k!

d∑
l1,···,lk=1

∂kl1,···,lkf(S
(0)
s , s)

k∏
j=1

g(lj )
mj ,s


ds

and mj (j = 1, · · · , k) are positive integers.
By using the smoothness condition of f(·), S(ε)

T ∈ D∞(Rd), and g1s, g2s, g3s, · · · ∈
D∞(Rd), we see that F (ε)

T has an asymptotic expansion, which is in D∞(R) as

ε ↓ 0 with gkT (A) ∈ D∞(R) (k = 1, 2, · · ·). The Malliavin covariance of F (ε)
T , which

is denoted as σMC(F
(ε)
T ), is given by

σMC(F
(ε)
T ) =

∫ T

0

|{
∫ T

u

∂f(S(ε)
s )Y (ε)

s ds}Y (ε)−1
u σ(S(ε)

u , u)|2du .(3.40)

If we define ηεc(A) as before by

ηεc(A)

= c

∫ T

0

|
∫ T

u

∂f(S(ε)
s )Y (ε)

s dsY (ε)−1
u σ(S(ε)

u , u)−
∫ T

u

∂f(S(0)
s )YsdsY −1

u σ(S(0)
u , u)|2du ,

then we have the corresponding results as for ηεc(A) instead of ηεc exactly in the same

way. As before, we need to make use of Lemma 7.2 in the Appendix. Consequently,

we can apply Theorem 2.1 to ψ(ηεc(A))φ(F
(ε)
T )IB(F

(ε)
T ), and the same results as

in Theorem 3.3 and Corollary 3.1 can be obtainable for F (ε)
T if we use the next

assumption instead of Assumption I.

Assumption I’ : For any T > 0,

Σg1 (A) =
∫ T

0

|{
∫ T

u

∂f(S(0)
s )Ysds}Y −1

u σ(S(0)
u , u)|2du > 0 .(3.41)
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Theorem 3.5. Under the assumptions in (3.21)-(3.24), the smoothness of f(·)
inC∞, and Assumption I’, ψ(ηεc (A))φ(ε)(F (ε)

T )IB(F
(ε)
T ) has an asymptotic expansion

ψ(ηεc(A))φ
(ε)(F (ε)

T )IB(F
(ε)
T ) ∼ Φ0 + εΦ1 + · · ·(3.42)

in D̃−∞(R) as ε ↓ 0, where Φ0,Φ1, · · · are determined by the formal Taylor expansion
with respect to F (ε)

T (∼ g1T (A)+εg2T (A)+· · ·), and φ(ε)(·), ψ(·), and IB(·) are defined
as in Theorem 3.3.

Corollary 3.2. Under the assumptions in (3.21)-(3.24), the smoothness of

f(·) in C∞, and Assumption I’, an asymptotic expansion of E[φ(ε)(F (ε)
T )IB(F

(ε)
T )]

is given by

E[φ(ε)(F (ε)
T )IB(F

(ε)
T )] ∼ E[ψ(ηεc (Z))φ

(ε)(F (ε))IB(F (ε))](3.43)

∼ E[Φ0] + εE[Φ1] + · · ·

as ε ↓ 0, where φ(ε)(·), ψ(·), Φj (j ≥ 0), and B are defined as in Theorem 3.3.

As the remark of this section the general valuation problem of financial contin-

gent claims including the European options and the Asian Options in the Black-

Scholes economy can be simply defined as to find its “fair” value at financial mar-

kets. Let V (T ) be the payoff of a contingent claim at the terminal period T. Then

the standard martingale theory in financial economics predicts that the fair price

of V (T ) at time t (0 ≤ t < T ) should be given by

Vt(T ) = Et

[
e−

R T
t

r(S(ε)
v ,v)dvV (T )

]
,

where Et [·] stands for the conditional expectation operator given the information
available at t with respect to the equivalent martingale measure Q. Then we can

expand the expected value with respect to the parameter ε and use the formulae in

Theorem 3.4. Takahashi (1995, 1999) has already given many asymptotic expansion



24 NAOTO KUNITOMO AND AKIHIKO TAKAHASHI

formulae for the examples we have mentioned in this section including the Asian

options and others when r is a positive constant. In this case, the conditions in

(3.22) on the drift terms are automatically satisfied.

4. The Validity in the Term Structure Model of Interest Rates. Let

(Ω,F , Q, {Ft}t∈[0,T ]) be the filtered probability space with T < +∞ and {wi
t ; i =

1, · · · , m} are independent Brownian motions with respect to the σ−field Ft . Let

also ΓT = {(s, t) | 0 ≤ s ≤ t ≤ T} be a compact set in R2 . We shall consider a

class of random fields f(ε)(s, t) : ΓT → R which are adapted with respect to the

σ−field Fs and satisfy the stochastic integral equation :

f(ε)(s, t) = f(0, t) + ε2
∫ s

0

[
m∑
i=1

σi(f(ε)(v, t), v, t)
∫ t

v

σi(f(ε)(v, y), v, y)dy

]
dv

+ ε

∫ s

0

m∑
i=1

σi(f(ε)(v, t), v, t)dwi
v .(4.44)

We note that there are integrals with respect to the maturity parameter in the

drift term involving {σi(f(ε)(v, y), v, y) (i = 1, · · · , m), (v, y) ∈ ΓT } . We can con-
struct such integrals recursively by considering the discretized versions with respect

to the maturity argument as

∫ t

v

σi(f(ε)(v, ψn′(y)), v, ψn′ (y))dy

for 0 ≤ v ≤ s ≤ y ≤ t ≤ T, where ψn′(s) = (k+1)T

2n′ if s ∈ ( kT
2n′ ,

(k+1)T

2n′ ] (k =

0, · · · , 2n′ − 1; n′ ≥ 1) . Then we can make the solution f(ε)(s, ψn′(t)) of (4.44) to

be adapted with respect to Fs (0 ≤ s ≤ t ≤ T ). Actually by using the standard

argument in stochastic analysis, we can further discretize the volatility functions

as σi(f(ε)(φn(v), ψn′ (y)), φn(v), ψn′(y)) for 0 ≤ v ≤ y ≤ T, where φn(v) = kT
2n if

v ∈ [ kT2n ,
(k+1)T

2n ) (k = 0, · · · , 2n − 1; n ≥ n′ ≥ 1) . Then by using a real polynomial
function p1(x1, x2, · · · , x2n), the first part of the solution of the discretized version
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can be written as

fn,n
′(ε)(s, τ(n′)) = p1([h1](w), [h2](w), · · · , [hφ∗

n(s)+1](w), ·) ,

for 0 ≤ s ≤ τ (n′), where τ (n′) = T/2n
′
and φ∗

n(s) = φn(s)/τ(n). Also by using real

polynomial functions pk(·) (k = 2, · · · , 2n′
), we have a recursive representation as

fn,n
′(ε)(s, kτ (n′)) = pk([h1](w), · · · , [hφ∗

n(s)+1](w), ·, pk−1(·), · · · , p1(·))

for k = 2, · · · , 2n′
and 0 ≤ s ≤ kτ (n′).Hence the solution of the discretized version of

(4.44) can be represented as polynomial functions of [h1](w), [h2](w), · · · , [h2n](w).

Returning to (4.44), we make the following assumptions on the volatility func-

tions in this section.

Assumption II : The volatility functions σi(f(ε)(s, t), s, t) (i = 1, · · · , m) are
non-negative, measurable, bounded, and smooth in its first argument, and all deriva-

tives are bounded uniformly in ε. The initial forward rates f(0, t) are also Lipschitz

continuous with respect to t.

Assumption III : For any 0 < s ≤ t ≤ T,

Σ(s, t) =
∫ s

0

m∑
i=1

[
σ(0)i(v, t)

]2
dv > 0,(4.45)

where σ(0)i(v, t) = σi(f(ε)(v, t), v, t)|ε=0 .

The conditions we have made in Assumption II exclude the possibility of ex-

plosions for the solution of (4.44). Assumption III ensures the key condition of

non-degeneracy of the Malliavin-covariance in our problem, which is essential for

the validity of the asymptotic expansion approach for the forward rate processes.

Under Assumption II we can get the stochastic expansions of the forward rates and

spot interest rates processes. The starting point of our discussion is a simplified ver-
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sion of the result by Morton (1989) on the existence of the solution of the stochastic

integral equation (4.44) for forward rate processes.

Theorem 4.1. [ Morton (1989) ] : Under Assumption II, there exists a jointly

continuous process {f (ε)(s, t), 0 ≤ s ≤ t ≤ T} satisfying (4.44) with ε = 1. There
exists only one solution of (4.44) with ε = 1.

In the rest of this section we often refer to the case of m = 1 whenever we can

avoid complicated notations and the proofs as if it is the general case without loss of

generality. For that purpose we use the convention wv = w1
v and σ(f(ε)(s, t), s, t) =

σ1(f(ε)(s, t), s, t) when m = 1. We construct the completion of the polynomial

functions of pk([h1](w), [h2](w), · · · , [h2n](w)) (k = 1, · · · , 2n′
). With a fixed n′ we

will abuse the notation slightly and denote the resulting totality of polynomials and

the totality of smooth functionals as P (R) and S(R), respectively, in this section.

If we denote the resulting forward processes as fn
′(ε)(s, ψn′(t)), then for any p > 1

we have

E[ sup
0≤s≤t≤T

|f (ε)(s, t) − fn
′(ε)(s, ψn′(t))|p]→ 0(4.46)

as n′ → +∞ by using the standard arguments in stochastic analysis. (See Chapters

IV and V of Ikeda and Watanabe (1989).) Hence in the rest of this section we

consider the sequence of {fn′(ε)(s, ψn′(t))} as if they were {f (ε)(s, t)} to avoid the
resulting tedious arguments. The k−th order H−derivative (k ≥ 1) of the forward
rate process fn

′(ε)(s, ψn′(t)) ∈ S(R) is denoted as Dkf(ε)(s, t) ∈ S(H⊗k ⊗ R) .

We summarize the first major result in this section on the sequence of forward

processes {f (ε)(s, t)} as the next theorem. The proof is the result of lengthy argu-
ments on the higher order H−derivatives of {f (ε)(s, t)} given in the Appendix.
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Theorem 4.2. : Suppose Assumption II hold for the forward rate processes

following (4.44). Then for any ε ∈ (0, 1] and (s, t) ∈ ΓT , f(ε)(s, t) ∈ D∞(R) .

Next we consider the asymptotic behavior of a functional

F (ε)(s, t) =
1
ε
[f (ε)(s, t)− f(0)(0, t)](4.47)

as ε→ 0. Then the H−derivative of F (ε)(s, t) can be represented as

DhF
(ε)(s, t) =

∫ s

0

Y (ε)(s, t)Y (ε)−1(v, t)C(ε)(v, t)dv ,(4.48)

where the stochastic process {Y (ε)(s, t), 0 ≤ s ≤ t ≤ T} is defined as the solution
of the stochastic integral equation

Y (ε)(s, t) = 1 + ε2
∫ s

0

[
∂σ(f(ε)(v, t), v, t)

∫ t

v

σ(f(ε)(v, y), v, y)dy
]
Y (ε)(v, t)dv

+ ε

∫ s

0

∂σ(f(ε)(v, t), v, t)Y (ε)(v, t)dwv ,(4.49)

and

C(ε)(v, t) = σ(f(ε)(v, t), v, t)ḣv+εσ(f(ε)(v, t), v, t)
∫ t

v

∂σ(f(ε)(v, y), v, y)Dhf
(ε)(v, y)dy .

We notice that the coefficients of Y (ε)(s, t) on the right hand side of (4.49) are

bounded under Assumption II. Hence for any 1 < p < +∞, 0 < ε ≤ 1, we have

E[|Y (ε)(s, t)|p]+E[|Y (ε)−1(s, t)|p] < +∞ . The proof of this result has been given in

Kunitomo and Takahashi (2001). By re-arranging terms in the integrands of (4.48),

we have the representation

DhF
(ε)(s, t) =

∫ s

0

ν
(ε,1)
s,t (u)ḣudu ,(4.50)

where

ν
(ε,1)
s,t (u)
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= Y (ε)(s, t)Y (ε)−1(u, t)σ(f(ε)(u, t), u, t)

+ ε

∫ s

u

Y (ε)(s, t)Y (ε)−1(v, t)σ(f(ε)(v, t), v, t)
(∫ t

v

∂σ(f(ε)(v, y), v, y)ξ(ε,1)v,y (u)dy
)
dv,

and {ξ(ε,1)v,y (u)} are defined by {ξ(1,1)v,y (u)} of (7.72) in the Appendix by replacing
(1, 1) with (ε, 1). Hence the Malliavin covariance of F (ε)(s, t), σMC(F (ε)(s, t)), is

obtained by

< DF (ε), DF (ε) >H=
∫ s

0

|ν (ε,1)
s,t (u)|2du .(4.51)

Let

η(ε)
c (s, t) = c

∫ s

0

|ε
(∫ s

u

Y (ε)(s, t)Y (ε)−1(v, t)σ(f(ε)(v, t), v, t)

×
∫ t

v

∂σ(f(ε)(v, y), v, y)ξ(ε,1)v,y (u)dydv
)
|2du

+ c

∫ s

0

|Y (ε)(s, t)Y (ε)−1(u, t)σ(f(ε)(u, t), u, t)− σ(f(0)(u, t), u, t)|2du,

for a positive constant c > 0. We notice that the condition in Assumption III is

equivalent to the non-degeneracy condition of (4.51) because Y (0)(v, t) = 1 for

(v, t) ∈ ΓT . Again by using the similar arguments as Lemma 7.2 in Appendix, for

(s, t) ∈ ΓT and any k ≥ 1,

lim
ε→0

ε−kP {|η(ε)
c (s, t)| >

1
2
} = 0 .(4.52)

Then by a similar argument as Theorem 3.2 in Section 3, we shall obtain a truncated

version of the non-degeneracy condition of the Malliavin-covariance for the spot

interest rates and forward rates processes, which is the key step to show the validity

of the asymptotic expansion approach.

Theorem 4.3. : Under Assumptions II and III, the Malliavin-covariance

σ(F (ε)(s, t)) of F (ε)(s, t) is uniformly non-degenerate in the sense that there exists
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c0 > 0 such that for any c > c0 and any p > 1

sup
0<ε≤1

E[I(|η(ε)
c | ≤ 1)(σMC(F (ε)(s, t)))−p] < +∞ ,(4.53)

where I(·) is the indicator function.

Hence the validity of the asymptotic expansions of the distribution function or

the density function of instantaneous spot rate and forward rates can be obtained

under Assumption II and Assumption III because we have proved that a set of

conditions in Theorem 2.1 are satisfied.

We now return to the general case when m ≥ 1 . By expanding the Wiener

functional F (ε)(s, t), we can write

F (ε)(s, t) ∼ A1(s, t) + εA2(s, t) + · · · .

The coefficients in the asymptotic expansion can be obtained by applying a formal

Taylor expansion and An(s, t) (n ≥ 1) are given by

A1(s, t) =
m∑
i=1

∫ s

0

σi(f(0)(0, t), v, t)dwi
v ,(4.54)

and for n ≥ 2

An(s, t) =
m∑

i′=1

∫ s

0




j1+···+jk=k+l
j′1+···+j′

k′=k′+l′∑
k,k′,l,l′≥0

k+k′+l+l′+2=n

1
k!k′!

∂kσi
′
(f(0)(v, t), v, t)

k∏
i∗=1

Aji∗ (v, t)(4.55)

×
∫ t

v

∂k
′
σi

′
(f(0)(v, y), v, y)

k∏
i=1

Aji(v, y)dy

]
dv

+
m∑

i′=1

∫ s

0



j1+···+jk

=k+l∑
k,l≥0

k+l+1=n

1
k!
∂kσi

′
(f(0)(v, t), v, t)

k∏
i∗=1

Aji∗ (v, t)


 dwi′

v .

Some of these formulas have been previously obtained by Kunitomo and Takahashi

(1995, 2001). By applying similar arguments, which are actually quite tedious, we

can show that the Lp-boundedness of any order H-derivatives of An(s, t) for any
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0 ≤ s ≤ t ≤ T and integers n ≥ 1. Then we conclude that An(s, t) ∈ D∞(R) for

any n ≥ 1 and summarize the result as the next theorem.

Theorem 4.4. Under Assumption II, F (ε)(s, t) is in D∞(R) and has an

asymptotic expansion :

F (ε)(s, t) ∼ A1(s, t) + εA2(s, t) + · · ·(4.56)

as ε ↓ 0 and A1(s, t), A2(s, t), · · · ∈ D∞(R).

We notice that the Malliavin-covariance is non-degenerate because Σ(s, t) is non-

degenerate, which is in turn the variance of A1(s, t). Then we have the Gaussian

random variable as the leading term in (4.56) and we can use the same method as

in Section 3 to derive the asymptotic expansion of the expected values of random

variables. By applying the corresponding one as Theorem 2.1 for D∞(R), it has

a proper asymptotic expansion as ε → 0 in D̃
−∞
(R). Hence we obtain the next

result.

Theorem 4.5. Under Assumptions II and III in this section, an asymptotic

expansion of E[φ(ε)(F (ε))IB(F (ε))] is given by

E[φ(ε)(F (ε))IB(F (ε))] ∼ E[ψ(ηεc)φ
(ε)(F (ε))IB(F (ε))](4.57)

∼ E[Φ0] + εE[Φ1] + · · ·

as ε ↓ 0, where Φj (j ≥ 0) are obtained by a formal Taylor expansion of the left-hand
side in the expectation operator with respect to F (ε)(s, t), and ψ(ηεc ), φ

(ε)(·), and
IB(·) are defined as in Theorem 3.3.

Also it is straightforward to obtain the similar non-degeneracy conditions of

the Malliavin covariance for the discounted coupon bond price process and the
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average interest rate process. We note that the discount bond price process is given

by (1.5). Then using (4.44) and the Itô’s lemma, we can consider the stochastic

process G(ε)(t, T, p) = [P (ε)(t, T )]p for any integer p > 1, which is the solution of

the stochastic integral equation :

G(ε)(t, T, p) = G(ε)(0, T, p)

+
∫ t

0

[
pr(ε)(v) +

p2 − p

2
ε2

m∑
i=1

(
∫ T

t

σi(f(ε)(v, y), v, y)dy)2
]
G(ε)(v, T, p)dv

+
m∑
i=1

∫ t

0

(−pε)
[∫ T

t

σi(f(ε)(v, y), v, y)dy

]
G(ε)(v, T, p)dwi

v .

Hence by using the fact that E[|r(ε)(t)|p] < +∞ for any p > 1 and 0 ≤ s ≤ t ≤ T

under Assumption II, we have E
[|P (ε)(s, t)|p] < +∞ . Then we can investigate the

properties of the H−derivatives on the set of discount bond price processes as for
the forward rate and spot rate processes we have discussed. Because the essential

arguments are the same, we only report the result.

Theorem 4.6. Under Assumption II for the forward rate processes, for any

ε ∈ (0, 1] and 0 ≤ t ≤ T, P (ε)(t, T ) is in D∞(R) and has an asymptotic expansion :

P (ε)(t, T ) ∼ P (t, T ) + εB1(t, T ) + ε2B2(t, T ) + · · ·(4.58)

as ε ↓ 0 and B1(t, T ), B2(t, T ), · · · ∈ D∞(R), where P (t, T )(= P (0)(t, T )),

Bj(t, T ) (j ≥ 1) are obtained by a formal Taylor expansion of P (ε)(t, T ) through

(1.5), (4.47) and (4.56).

More generally, the valuation problem of many interest rates based contingent

claims in the complete market can be simply defined as to find the “fair” value of a

function of a series of bond prices at financial markets. Then the fair price of V (T )
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at time t (0 ≤ t < T ) should be given by

Vt(T ) = Et

[
e−

R
T
t

r(ε)(s)dsV (T )
]
,

where V (T ) be the payoff of a contingent claim at the terminal period T and Et [ · ]
stands for the conditional expectation operator given the information available at

t with respect to the equivalent martingale measure Q. Because we can derive an

asymptotic expansion of the spot interest rate r(ε)(s), it is straightforward to obtain

the fair value of interest rates based contingent claims.

For instance, most interest rate based contingent claims can be regarded as

functionals of bond prices with different maturities. Let {cj , j = 1, · · · , k} be a
sequence of non-negative coupon payments and {Tj , j = 1, · · · , k} be a sequence of
payment periods satisfying the condition 0 ≤ t < T1 ≤ · · · ≤ Tk ≤ T ≤ +∞. Then

the price of the coupon bond with coupon payments {cj, j = 1, · · · , k} at t is given
by

P
(ε)
k,{Tj},{cj}(t) =

k∑
j=1

cjP
(ε)(t, Tj),(4.59)

where {P (ε)(t, Tj), j = 1, · · · , k} are the prices of zero-coupon bonds with different
maturities. The normalized random variable for the call options on the discounted

coupon bond at the initial period t = 0 is given by

R
(ε)
k,{Tj},{cj}(t) =

1
ε
{e−

R
t
0 r(ε)(s)ds[P (ε)

k,{Tj},{cj}(t)−K]− [
k∑

j=1

cjP (0, Tj)−KP (0, t)]} ,

where 0 < t < T1 ≤ · · · ≤ Tk and K is a fixed real constant. This random variable

has an intuitive interpretation in financial applications. Its meaning and the related

additional assumptions for practical applications have been discussed in Section 3

of Kunitomo and Takahashi (2001). By using (1.5) and (4.59), the first order H-

derivative of R(ε)
k,{Tj},{cj}(t) can be represented as

Dh[R
(ε)
k,{Tj},{cj}(t)] = −e−

R t
0 r(ε)(s)ds[P (ε)

k,{Tj},{cj}(t) −K]
∫ t

0

Dh[F (ε)(s, s)]ds
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−e−
R t
0 r(ε)(s)ds[

k∑
j=1

cjP
(ε)(t, Tj)

∫ Tj

T

Dh[F (ε)(t, u)]du] ,

where F (ε)(t, u) is defined by (4.47).

From this expression we can obtain a simplified representation of the first order

H-derivative in this case as before. Hence we can obtain the asymptotic expansion

of the expected payoff value of coupon bond if we use the condition ensuring the

non-degeneracy of the Malliavin covariance. The proof of the next theorem is similar

to those in the previous results.

Assumption IV : For any 0 < t < T1 ≤ · · · ≤ Tk,

Σg1 (k) =
∫ t

0

σ∗
g1 (v)σ

∗′
g1(v)dv > 0 ,(4.60)

where σ∗
g1(v) = −[∑k

j=1 cjP (0, Tj) −KP (0, t)]σ(0)
t (v) −

∑k
i=1 cjP (0, Tj)σ

(0)
t,Tj
(v) ,

and σ
(0)
t (v) and σ

(0)
t,Tj
(v) are 1×m vectors such that σ

(0)
t (v) =

[∫ t
v
σ

(0)
i (v, y)dy

]
,

and σ
(0)
t,Tj
(v) =

[∫ Tj

t
σ

(0)
i (v, u)du

]
.

Theorem 4.7. Under Assumptions II and IV, an asymptotic expansion of

E[φ(ε)(R(ε)
k,{Tj},{cj}(t))IB(R

(ε)
k,{Tj},{cj}(t))] is given by

E[φ(ε)(R(ε)
k,{Tj},{cj}(t))IB(R

(ε)
k,{Tj},{cj}(t))]

∼ E[ψ(ηεc )φ
(ε)(R(ε)

k,{Tj},{cj}(t))IB(R
(ε)
k,{Tj},{cj}(t))](4.61)

∼ E[Φ∗
0] + εE[Φ

∗
1] + · · ·

as ε ↓ 0, where Φ∗
j (j ≥ 0) are obtained by a formal Taylor expansion of the left-

hand side in the expectation operator, and ψ(ηεc), φ
(ε)(·) and IB(·) are defined as in

Theorem 3.3.

We briefly mention two examples of interest rates based contingent claims. The

payoff function of the call bond options with coupon payments {cj , j = 1, · · · , k}
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at {Tj, j = 1, · · · , k} can be written as V (1)(T ) =
[
P

(ε)
k,{Tj},{cj}(T ) −K

]+
, where

K is a fixed strike price. In this case we can take φ(ε)(x) = x + y for a con-

stant y and B = [−y,∞). As another example we should mention the payoff func-
tion of the call options on average interest rates, which is given by V (2)(T ) =[

1
T

∫ T

0 Lτ (t)dt−K
]+

, where the yield of a zero coupon bond at t with time to ma-

turity of τ (0 < t < t+ τ < Tk) years is given by Lτ (t) =
[
1/P (ε)(t, t+ τ )− 1] /τ .

Then we can apply the asymptotic expansion method with some additional assump-

tions. For these two examples and others, Kunitomo and Takahashi (1995, 2001)

have already derived more explicit formulae of the asymptotic expansions in details.

As the final remark of this section, we should mention that we can use the

equivalence between the formulae by the expected values of the generalized Wiener

functionals and those derived by using the simple inversion technique for the char-

acteristic functions of random variables as we have discussed in Section 3.

5. Numerical Examples. In this section, we will present numerical examples

in order to illustrate the usefulness of approximations obtained by the asymptotic

expansion method we have discussed. There have been many examples and some

of them have been already reported by Kunitomo and Takahashi (1995, 2001),

and Takahashi (1999). As an example of the Black-Scholes economy, we give some

numerical results on the average call options for the square-root process 4 and the

log-normal process for the underlying asset prices. Under the equivalent martingale

4In this example the volatility function is not smooth at the origin and we need to use a

smoothed version of the square root process at the origin for the mathmatical point of view. It is

possible to show that the smoothing and the truncation by a large threshold value do not make

significant differences and the effects are negligible in the small disturbance asymptotic theory.
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measure, we assume that the processes of the one-dimensional underlying asset are

given by

dS1(ε1) = (r − q)S1(ε1)dt+ ε1σ(S1(ε1))
1
2 dwt ,(5.62)

dS2(ε2) = (r − q)S2(ε2)dt+ ε2S2(ε2)dwt ,(5.63)

where ε1, ε2, σ are parameters, and r and q denote the risk-free interest rate

and a dividend yield (we assume both are positive constants), respectively, and wt

denotes the one dimensional Brownian motion. The theoretical value of the average

(or Asian) call options at time 0 should be given by

E0[exp(−rT )max{ 1
T

∫ T

0

Si(εi)
u du−K, 0}] (i = 1, 2) ,(5.64)

where K is the strike price. The terminal payoff in this example is a special case of

(3.39) and then we can apply Corollary 3.2 to this case.

Table 1 shows the numerical values of the average call options for the square-root

processes of the underlying asset which represents an equity index with no dividend.

We take the spot price S0 = 40.00, the risk-free rate r = 5%, the parameter

σ = 10.00 and the 6 month maturity date. The parameters ε1 and ε2 were set so

that the instantaneous volatility is equivalent to the corresponding volatility of the

30% log-normal process (i.e. ε1 = 0.189737 and ε2 = 0.3). Table 2 and Table 3

are the numerical values of the average call options on the foreign exchange rate

example when the underlying assets follow square-root processes and the log-normal

process, respectively. In this example we take the spot price S0 = 100.00 and regard

r as the risk-free interest rate in Japan and q as the risk-free interest rate in the U.S.,

and we set 3% and 5%, respectively. In Tables 2 and 3 the spot price, the 6 month

maturity date, and the parameters ε1 and ε2 were set so that the instantaneous

variance at time 0 are equivalent to 10% volatility of the log-normal process (i.e.
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ε1 = 0.158114 and ε2 = 0.1).

For the comparative purpose, the values by the Monte Carlo simulations are also

given, which are based on 500,000 trials implemented in each case. We also report

the value based on the PDE numerical method developed by He and Takahashi

(2000) for Table 3. The approximations given by the asymptotic expansion are

those from the approximations upto the 2nd order for Tables 1-3 where they are

based on the total approximations consisting of the basic deterministic terms, the

1st order terms based on the Gaussian distribution, and the additional 2nd order

terms based on the non-Gaussian adjustments 5. In Tables 1-3 it is apparent that

we have enough accuracy of approximations for financial approximation by the

asymptotic expansion approach. More details of this example and other examples

in the Black-Scholes economy have been discussed by Takahashi (1999).

As an example of the non-Markovian term structure model of interest rates, we

give an example of swaptions in the HJM term structure model. For the simplicity

of exposition, we assume that the instantaneous forward rate processes {f (ε)(s, t)}
have one factor volatility function 6 as σ(f(ε)(s, t), s, t) = [f (ε)(s, t)]β , where 0 ≤

5Since the final formulae in our approximations are analytical which are simple functions of

the Gaussian distribution functions and some low order Hermitian polynomials, the computation

running times are negligible by any computational standards. Also at the suggestion of a referee

we have added the deterministic values in the last column by setting ε1 = ε2 = 0.0 (ε = 0.0 for

the interest rate based contingent claims), which could be regarded as the zero-th order approxi-

mations.
6We have used the truncated version of this forward process when 0 < β ≤ 1 because the

original process could have explosive solutions theoretically. For the Gaussian forward case other

numerical valuation methods have been known, but we report the results for the comparative

purpose. See Kunitomo and Takahashi (2001) for the details.
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β ≤ 1 and m = 1 in (4.44).
Table 4 and Table 5 show the numerical values of the call options of a swap contract

(the swaption) for the case when β = 0 and ε = .01 (100bp) and the case when β = 1

and ε = .2 (20%), respectively. In both cases we consider the situation that the term

of the underlying interest swap is 5 years, the time to expiring is also 5 years, and

we set τ = 1 (year), T = 5, T1 = 6, · · · , T5 = 10, and k = 5. The present term

structure at t = 0 is assumed to be flat of 5% per year and we took cj = Sτ (j =

1, · · · , 4), c5 = 1 + Sτ, S = [P (0, T )− P (0, T5)]/τ
∑5

j=1P (0, Tj) = 0.05171 , and

K = 1.00. In this example the theoretical value of swaption at time 0 should be

given by

E0


e− R T

0 r(ε)(s)dsmax{
k∑

j=1

cjP
(ε)(T, Tj) −K, 0 }


 .(5.65)

Then we can apply Theorem 4.7 to this case and we have used the approximations

based on the asymptotic expansions and examine their accuracy by Monte Caro

results for all cases. We have given the numerical results for the out-of-the money

case (S = 5.171%× .8, 5.171%× .6), at-the-money case (S = 5.171%), and in-the-

money case (S = 5.171% × 1.2, 5.171% × 1.4). From Table 4 and Table 5 we find
that the differences in the option values by the asymptotic expansion approach for

the Gaussian forward rates case are very small, and the differences of the option

values between the approximations and the Monte Carlo results for the geometric

Brownian forward rates case become slightly larger due to the non-Gaussianity of

the underlying forward rates and the spot rates. Nonetheless we still have enough

acuracy of our approximations for financial applications since the differences be-

tween the approximations and the corresponding Monte Carlo results are about

within 3 bp in most cases. Kunitomo and Takahashi (2001) have discussed more

examples in the HJM term structure of interest rates model.
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6. Concluding Remarks. This paper gives the mathematical validity of the

asymptotic expansion approach for the valuation problem of financial contingent

claims when the underlying forward rates follow a general class of continuous Itô

processes in the HJM term structure of interest rates model and the underlying asset

prices follow a general class of diffusion processes in the Black Scholes economy. Our

method called the small disturbance asymptotic theory can be applicable to a wide

range of valuation problems of financial contingent claims and some of them have

been discussed by Kunitomo and Takahashi (1995, 2001), and Takahashi (1999).

Since the asymptotic expansion approach can be justified rigorously by the

Watanabe-Yoshida theory on the Malliavin calculus in stochastic analysis, it is not

an ad-hoc method to give numerical approximations. In Section 5 of this paper and

our previous papers (Kunitomo and Takahashi (1995, 2001), and Takahashi (1999)),

we have illustrated that the approximations we have obtained via the asymptotic

expansion method can be satisfactory in many cases for practical purposes as well.

7. Appendix In this Appendix we give some mathematical details omitted in

Section 3 and Section 4. First we present two inequalities which are useful to show

that the truncation by the random variable ηεc of (3.33) in Section 3 is negligible in

probability under the assumptions of (3.21)-(3.24) when we derive the asymptotic

expansion of random variables 7.

Lemma 7.1. There exist positive constants ai (i = 1, 2) independent of ε such

that

P ( sup
0≤s≤T

[|S(ε)
s − S(0)

s |+ |Y (ε)
s − Ys|] > a0) ≤ a1 exp(−a2ε

−2)(7.66)

7The present proof, which is simpler than our original one, is due to the referee. Actually we

only need the conditions given by (3.22)-(3.24) with k = 1 for Lemma 7.1.
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for all a0 > 0 , where S
(ε)
t and Y (ε)

t are defined by (3.21) and (3.31), respectively.

Proof : Let Z(ε)
t = (S(ε)1

t , · · · , S(ε)d
t , Y

(ε)11
t , · · · , Y (ε)dd

t )
′
be a d1 × 1 state vector

with d1 = d(d + 1). By using (3.21) for S(ε)
t and (3.31) for Y (ε)

t , Z
(ε)
t (= (Z(ε)i

t ))

follows the stochastic differential equation in the form of

Z
(ε)i
T = Zi

0 +
∫ T

0

bi(Z(ε)i
s , s)ds+ ε

m∑
j=1

∫ T

0

ωij(Z(ε)
s , s)dwj

s ,

where b(Z(ε)
s , s) = (bi(Z(ε)

s , s)) and ω(Z(ε)
s , s) = (ωij(Z(ε)

s , s)) are Rd1×[0, T ]→ Rd1

and Rd1 × [0, T ]→ Rd1
⊗
Rm Borel measurable functions which are smooth with

respect to Z(ε)
s . By using the Lipschitz continuity, there exists a positive constant

K3 such that

|Z(ε)
t − Z

(0)
t | ≤ K3

∫ t

0

|Z(ε)
s − Z(0)

s |ds+ sup
0≤s≤t

|
∫ s

0

εω(Z(ε)
u , u)dwu| .

Furthermore by using the Gronwall inequality,

sup
0≤s≤T

|Z(ε)
s − Z(0)

s | ≤ sup
0≤s≤T

|
∫ s

0

ω(Z(ε)
u , u)dwu|εeK3T .

If we can assume that for d1 × 1 vector θ there exists A (> 0) such that

sup
|θ|=1,0≤t≤T

< θ, ω(Z(ε)
t , t)ω∗(Z(ε)

t , t)θ > ≤ A <∞ ,

we can apply the standard large deviation result given by Theorem 4.2.1 of Stroock

and Varadhan (1979). Hence for any a0 > 0 we have

P ({ sup
0≤t≤T

|Z(ε)
t − Z

(0)
t | > a0}) ≤ P ({ sup

0≤t≤T
|
∫ T

0

ω(Z(ε)
t , t)dwt| > a0

εeK3T
})

≤ 2d1 exp{−a
2
0e

−2K3T

2Ad1T
ε−2} .

When A is not bounded, let a stopping time be τ = inf0≤t≤T {|Z(ε)
t − Z

(0)
t | > a0}

for any a0 > 0 . Then

P ({ sup
0≤t≤T

|Z(ε)
t − Z

(0)
t | > a0}) ≤ P ({τ < T, sup

0≤t≤τ
|
∫ T

0

ω(Z(ε)
t , t)dwt| > a0

εeK3T
)
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≤ 2d1 exp(−a
2
0e

−2K3T

2Ad1T
ε−2) ,

where

sup
|θ|=1,|Z(ε)

t −Z
(0)
t |≤a0

< θ, ω(Z(ε)
t , t)ω∗(Z(ε)

t , t)θ > ≤ A <∞ .

Q.E.D.

Lemma 7.2. Let the random variable ηεc be defined by (3.33). Then for any

c > 0 ηεc is O(1) in D∞(R) and for c0 > 0 there exist some positive constants

ci (i = 2, 3, 4), such that

P ({|ηεc| > c0}) ≤ c2 exp(−c3ε−c4 ) .(7.67)

Proof : We notice that

|ηεc| = c

∫ T

0

|Y (ε)
T Y (ε)−1

s σ(S(ε)
s , s)− YTY

−1
s σ(S(0)

s , s)|2ds

≤ cT sup
0≤s≤T

|Y (ε)
T Y (ε)−1

s σ(S(ε)
s , s)− YTY

−1
s σ(S(0)

s , s)|2 .

The set {|ηεc| > c0} is included in {sup0≤s≤T |Y (ε)
T Y

(ε)−1
s σ(S(ε)

s , s)−YT Y −1
s σ(S(0)

s , s)|
> ( c0cT )

1
2 } . By setting a constant c1 =

√
c0/(9cT ), we have

{|ηεc| > c0} ⊂ { sup
0≤s≤T

|YTY −1
s ||σ(S(ε), s)− σ(S(0)

s , s)| > c1}

∪{ sup
0≤s≤T

|Y (ε)−1
s ||σ(S(ε)

s , s)||Y (ε)
T − YT | > c1}

∪{ sup
0≤s≤T

|YT ||σ(S(ε)
s , s)||Y (ε)−1

s − Y −1
s | > c1} .

Then by using Lemma 7.1 because of the boundedness of |YTY −1
s | and the smooth-

ness of σ(S(ε)
s , s), we have the result. Q.E.D.

Next we shall give the proof of Theorem 4.2 in Section 4 by using three Lemmas

and some additional derivations.

Proof of Theorem 4.2 : Without loss of generality we only give the proof when
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m = 1 . First we consider the first order derivatives {Df(1)(s, t)}. For any h ∈ H,

we successively define a sequence of random variables {ξ(l)(s, t); (s, t) ∈ ΓT , l ≥ 1}
by the integral equation:

ξ(l+1)(s, t) =
∫ s

0

[
∂σ(f(1)(v, t), v, t)

∫ t

v

σ(f(1)(v, y), v, y)dyξ(l)(v, t)
]
dv

+
∫ s

0

[
σ(f(1)(v, t), v, t)

∫ t

v

∂σ(f(1)(v, y), v, y)ξ(l)(v, y)dy
]
dv

+
∫ s

0

∂σ(f(1)(v, t), v, t)ξ(l)(v, t)dwv

+
∫ s

0

σ(f(1)(v, t), v, t)ḣvdv ,(7.68)

where the initial condition is given by ξ(0)(s, t) = 0. Then we have the next result

by using the standard method in stochastic analysis. The proof has been given in

Kunitomo and Takahashi (1995).

Lemma 7.3. : For any p > 1 and 0 ≤ s ≤ t ≤ T, E[|ξ(l)(s, t)|p] < ∞ (l > 1),

and there exists a positive constant M4 such that

E[ sup
0≤u≤s

|ξ(l+1)(u, t)− ξ(l)(u, t)|2] ≤ 1
(l + 1)!

[M4(t+ 1)s]l+1 .(7.69)

As l → ∞

sup
0≤s≤t≤T

E[ sup
0≤u≤s

|ξ(l+1)(u, t)− ξ(l)(u, t)|2]→ 0 .(7.70)

By using Lemma 7.3 and the Chebyshev’s inequality, we have

∞∑
l=1

P { sup
0≤u≤s≤t

|ξ(l+1)(u, s)− ξ(l)(u, s)| > 1
2l
} ≤

∞∑
l=1

1
l!
[4M4(T + 1)T ]l < +∞ .

Then by the Borel-Cantelli lemma, the sequence of random variables {ξ(l)(s, t)}
converges uniformly on (s, t) ∈ ΓT . Hence we have established the existence of the
H−derivative of f(1)(s, t), which is given by the solution of the stochastic integral
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equation :

Dhf
(1)(s, t) =

∫ s

0

[
∂σ(f(1)(v, t), v, t)

∫ t

v

σ(f(1)(v, y), v, y)dyDhf
(1)(v, t)

]
dv

+
∫ s

0

[
σ(f(1)(v, t), v, t)

∫ t

v

∂σ(f(1)(v, y), v, y)Dhf
(1)(v, y)dy

]
dv

+
∫ s

0

∂σ(f(1)(v, t), v, t)Dhf
(1)(v, t)dwv

+
∫ s

0

σ(f(1)(v, t), v, t)ḣvdv .(7.71)

We note that for the spot rate process {r(ε)(t)} the H-derivative can be well-defined
by

Dhr
(ε)(t) = lim

s→t
Dhf

(ε)(s, t).

We consider the random variables {ξ(1,1)s,t (u)} for (s, t) ∈ ΓT (s, t) and 0 ≤ u ≤ s ≤
t ≤ T satisfying the stochastic integral equation when ε = 1 :

ξ
(ε,1)
s,t (u) = ε2

∫ s

u

∂σ(f(ε)(v, t), v, t)ξ(ε,1)v,t (u)
∫ t

v

σ(f(ε)(v, y), v, y)dydv

+ ε2
∫ s

u

σ(f(ε)(v, t), v, t)
∫ t

v

∂σ(f(ε)(v, y), v, y)ξ(ε,1)v,y (u)dydv

+ ε

∫ s

u

∂σ(f(ε)(v, t), v, t)ξ(ε,1)v,t (u)dwv

+ σ(f(ε)(u, t), u, t).(7.72)

Then we can show that

∫ s

0

ξ
(1,1)
s,t (u)ḣudu = Dhf

(1)(s, t).

In order to examine the existence of moments of {ξ(1,1)s,t (u)} and other related ran-
dom variables, we need the following inequality whose proof has been given in

Kunitomo and Takahashi (2001).
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Lemma 7.4. : Suppose for k0 > 0, k1 > 0, AN > 0 and 0 < s ≤ t ≤ T, a

function wN(u, s, t) satisfies (i) 0 < wN (u, s, t) ≤ AN and (ii)

wN(u, s, t) ≤ k0 + k1

[∫ s

u

wN(u, v, t)dv +
∫ s

u

∫ t

v

wN(u, v, y)dydv
]
.(7.73)

Then

wN (u, s, t) ≤ k0e
k1(1+t)s .(7.74)

As an illustration of our method based on Lemma 7.4, we consider the truncated

random variable :

ζNs,t(u) =
[
ξ
(1,1)
s,t (u)

]
IN (s, t) ,(7.75)

where IN (s, t) = 1 if sup0≤v≤s,v≤y≤t|ξv,y(u)| ≤ N and IN (s, t) = 0 otherwise. By

using the boundedness conditions in Assumption II and ḣs being square-integrable,

we can show that there exist positive constants Mi (i = 5, · · · , 8) such that

|ζNs,t(u)|p ≤M5

∫ s

u

|ζNv,t(u)|pdv +M6|
∫ s

u

ζNv,t(u)dwv|p(7.76)

+M7

∫ s

u

∫ t

v

|ζNv,y(u)|pdydv +M8|σ(f(1)(u, t), u, t)|p .

By using the martingale inequality, the expectation of the second term is less

than M6E[
∫ s

u
|ζNv,t(u)|pdv] . Also the last term in (7.76) is bounded because σ(·)

is bounded. If we set wN(u, s, t) = E[|ζs,t(u)|p], then we can directly apply Lemma
7.4. By taking the limit of the expectation function wN(u, s, t) as N → ∞, we

have E[|ξ(1,1)s,t (u)|p] < +∞ . By using similar arguments, we have the existence of

moments as summarized in the next lemma.

Lemma 7.5. : Under Assumption II, for any p > 1 and 0 ≤ u ≤ s ≤ t ≤ T , we

have E[sup0≤u≤s |ξ(1,1)s,t (u)|p] < +∞ and E[sup0≤u≤s |f (1)(u, t)|p] <∞ .
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By using Lemma 7.5 and the equivalence of two norms stated in Section 2.1, we

now have established the following property of the first order H−derivative :

f(1)(s, t) ∈ ∩1<p<+∞D1
p(R) .

Since we have completed the investigation of the first order H− derivative,

our next task is to investigate some properties of the higher order H−derivatives
of f(1)(s, t). We shall use the induction argument and assume that f(1)(s, t) ∈
∩1<p<+∞Dk

p(R) (k ≥ 1). Then we have

Dh[Dkf(1)(s, t)]

=
∫ s

0

[
∂σ(f(1)(v, t), v, t)

∫ t

v

σ(f(1)(v, y), v, y)dyDh [Dkf(1)(v, t)]
]
dv

+
∫ s

0

[
σ(f(1)(v, t), v, t)

∫ t

v

∂σ(f(1)(v, y), v, y)Dh [Dkf(1)(v, y)]dy
]
dv

+
∫ s

0

∂σ(f(1)(v, t), v, t)Dh[Dkf(1)(v, t)]dw(v)

+
∫ s

0

[
G

(k)
1 (∂

lσ(f(1)(v, t), v, t), Dlf(1)(v, t), Dhf
(1)(v, t), v, t; l = 0, · · · , k)

×
∫ t

v

H
(k)
1 (∂lσ(f(1)(v, y), v, y), Dlf(1)(v, y), Dhf

(1)(v, y), v, y; l = 0, · · · , k)dy
]
dv

+
∫ s

0

[
G

(k)
2 (∂

lσ(f(1)(v, t), v, t), Dlf(1)(v, t), Dhf
(1)(v, t), v, t; l = 0, · · · , k)

]
dwv

+
∫ s

0

[
G

(k)
3 (∂

lσ(f(1)(v, t), v, t), Dlf(1)(v, t), Dhf
(1)(v, t), v, t; l = 0, · · · , k)

]
dv

+
∫ s

0

[
G

(k)
4 (∂

lσ(f(1)(v, t), v, t), Dlf(1)(v, t), Dhf
(1)(v, t), v, t; l = 0, · · · , k)

]
ḣvdv ,

whereH(k)
1 (·) andG(k)

j (·) (j = 1, · · · , 4) are defined recursively and they are actually
a sequence of polynomial functions. Although the above stochastic integral equation

has many terms, the basic structure is the same as the first order H−derivative of
f(1)(s, t). Now we define the random variables {ξ(1,k)

s,t (u) (k ≥ 1)} for 0 ≤ u ≤ s ≤
t ≤ T by
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ξ
(1,k+1)
s,t (u)

=
∫ s

0

[
∂σ(f(1)(v, t), v, t)

∫ t

v

σ(f(1)(v, y), v, y)dyξ(1,k+1)
v,t (u)

]
dv

+
∫ s

0

[
σ(f(1)(v, t), v, t)

∫ t

v

∂σ(f(1)(v, y), v, y)ξ(1,k+1)
v,y (u)dy

]
dv

+
∫ s

0

∂σ(f(1)(v, t), v, t)ξ(1,k+1)
v,t (u)dwv

+
∫ s

0

[
G

(k)
1 (∂

lσ(f(1)(v, t), v, t), Dlf(1)(v, t), ξ(1,l)v,t (u), v, t; l = 0, · · · , k)

×
∫ t

v

H
(k)
1 (∂lσ(f(1)(v, y), v, y), Dlf(1)(v, y), ξ(1,l)v,y (u), v, y; l = 0, · · · , k)dy

]
dv

+
∫ s

0

[
G

(k)
2 (∂

lσ(f(1)(v, t), v, t), Dlf(1)(v, t), ξ(1,l)v,t (u), v, t; l = 0, · · · , k)
]
dwv

+
∫ s

0

[
G

(k)
3 (∂

lσ(f(1)(v, t), v, t), Dlf(1)(v, t), ξ(1,l)v,t (u), v, t; l = 0, · · · , k)
]
dv

+
∫ s

0

[
G

(k)
4 (∂

lσ(f(1)(v, t), v, t), Dlf(1)(v, t), ξ(1,l)v,t (u), v, t; l = 0, · · · , k)
]
dv .

Then we can show that

∫ s

0

ξ
(1,k+1)
s,t (u)ḣudu = Dh[Dkf(1)(s, t)] .

From the above representation, we have

|Dk+1f(1)(s, t)|2H⊗(k+1) =
∫ s

0

|ξ(1,k+1)
s,t (u)|2H⊗kdu .(7.77)

By applying Lemma 7.4, repeating the procedure as Lemma 7.5, and using induction

with respect to k, we have for any integers k ≥ 1 and p > 1,

E[|ξ(1,k)
s,t (u)|p

H⊗(k−1) ] < +∞ .(7.78)

Then by the same constructions and induction arguments, for positive integers

k (≥ 1) we can define a sequence of random variables : {f (ε)(s, t)}, {ξ(ε,k)
s,t (u)} and

{Dkf(ε)(s, t)}. Hence we have completed the proof of Theorem 4.2. Q.E.D.
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TABLES

In Tables 1-5 we have calculated the differences between the Monte Calro value and

the 2nd order approximations based on the asymptotic expansions. The values in

Table 4 and Table 5 are calculated in term of the basis points except the percentage

points(%). Difference (bp) and Diff. rate (%) are calculated by the deviations from

the Monte Carlo results in (1). The values in the last columns were calculated by

setting ε1 = ε2 = 0.0 (or ε = 0.0), which could be regarded as the zero-th order

approximations.

Table 1

Average Call Options on Equity-Square root process

Strike price 45 40 35

(1)Monte Carlo 0.5221 2.1758 5.6468

(2)Stochastic Expansion 0.5228 2.1788 5.6516

Difference 0.00078 0.00301 0.00482

Diff. Rate % 0.15 0.14 0.09

Value when ε1 = 0.0 0.0 0.4917 5.3683

Table 2

Average Call Options on FX-Square root process

Strike price 105 100 95

(1)Monte Carlo 0.1721 1.3625 4.6858

(2)Stochastic Expansion 0.1730 1.3654 4.6931

Difference 0.00090 0.00286 0.00730

Diff. Rate % 0.52 0.21 0.16

Value when ε1 = 0.0 0.0 0.0 4.4346
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Table 3

Average Options on FX -Log-normal process

Strike price 105 100 95

(1) Monte Carlo simulation method 0.1840 1.3682 4.6793

(2)Stochastic Expansion 0.1830 1.3660 4.6800

Diff. Rate % -0.54 -0.16 0.01

(3)Finite difference (Crank-Nicholson method) 0.1831 1.3656 4.6788

Diff. Rate % -0.49 -0.19 -0.01

Value when ε2 = 0.0 0.0 0.0 4.4346

Table 4

Swaption (Gaussian Case)

Fixed rate % 7.18 6.16 5.13 4.10 3.08

(1) Monte Carlo 774.6 518.2 315.0 170.9 81.3

(2) Stochastic Expansion 774.8 518.5 315.1 171.15 81.2

Difference (bp) 0.28 0.36 0.16 0.36 0.03

Diff. rate % 0.04 0.07 0.05 0.21 0.04

Value when ε = 0.0 689.1 344.5 0.0 0.0 0.0

Table 5

Swaption (Log-Normal Case)

Fixed rate % 7.18 6.16 5.13 4.10 3.08

(1) Monte Carlo 814.1 542.6 312.3 140.2 39.6

(2) Stochastic Expansion 819.1 546.5 315.1 143.3 42.3

Difference (bp) 5.0 3.9 2.8 3.1 2.7

Diff. rate % 0.6 0.7 0.9 2.2 6.8

Value when ε = 0.0 689.1 344.5 0.0 0.0 0.0


